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Abstract- In today's changing economic scenario, there is adequate opportunity to influence the 

varied sources of time series data. These time series data are now easily available and accessible to 

the intelligent decision maker. Many research works have been contributed towards the 

interdisciplinary  notion of data mining  for  forecasting  of share  trading  when  used  to solve  time  

series  problems.  Though, diversified ensemble of individual predictors was made, but individual 

time series forecasting was not made in an efficient manner.  Also the presence of irrelevant 

attributes posed significant problems.  In this paper to address individual time series forecasting 

and reduce the forecasting error a framework called Predictive Regression Forecast  based on 

Total Part Summation (PRF-TPS) is designed.  PRF-TPS framework is  developed on share trading 

dataset to forecast time series of each component in the presence of irrelevant attributes and 

therefore reduce the forecasting error. PRF operates on large collections of events which 

summarizes the events with individual time series forecasting. Total Part Summation (TPS) forecasts 

discretely,  the Dividend  Stock  Price  Ratio,  Income  Growth  Ratio  and Stock  Price  Income  

Growth  of share trading.  Total Part Summation effectively learns the irrelevant attributes at 

different time series properties o f  the components.  The  TPS  produces  statistically  and  

economically  significant  gains  for investors  and  performs  better  out  of  sample  in  predictive  

regressions.  An  intensive  and  comparative study shows the efficiency  of these enhancements  

and shows better  performance  in terms of run-time, forecast efficiency,  test error rate, and 

predictive  accuracy  on shares. Experimental analysis shows that PRF-TPS framework is able to 

reduce the run-time for share rate forecasting by 36.86% and reduce the test error rate by 50.79% 

compared to the state-of-the-art works. 

Keywords- Diversified Ensemble, Individual Predictors, Time Series Forecasting, Predictive Regression 

Forecast and Total Part Summation. 

I. INTRODUCTION 

Data mining plays an important role in forecasting to solve the issues related to time series data. 
The target of talk is to explain how to get the most value out of the innumerable of obtainable time 
series data by making use of data mining techniques.  Multilevel Arch i t ec tur e  f o r  Time Series 
Prediction (MA-TSP) [1] constructed diversified ensemble of individual predictors aiming at improving 
the rate of prediction. 

Diversity  on Online  Ensemble  Learning  (DOEL)  [2] minimized  the prediction  error  using  
mutually exclusive  and  non-heterogeneous   categories.  Full Func t io na l  D e p e n d e n c y    (FFD) [ 3] 
with c ross  a t t r i b u t e  correlation resulted in low information loss. Though prediction was improved in 
the above method, but run-time remained unso lved .  Issues related to run-time are addressed in  PRF-
TPS framework us ing  Exponent-based Predictive Regression Forecast algorithm. 

Various predict ion mo d e l s  for interdisciplinary w o r k s  were presented.  Real-time s o l a r  
forecasting model [5], Direct and Indirect discrimination [6] using legitimate classification rules and 
genetic programming [7] resulted in the improvement of prediction rate. Time-stamped  observational  
data [8] was applied to sequence of  observations  resulting  in  the  improvement  of  running  time  and  
accuracy.  Clustering me t h o d s  [9] using correlated probabilistic graphs was designed at improving the 
pruning techniques.  Characterization  of events  was  made  in an efficient  manner  by applying  
multivariate  reconstructed phase  space  (MRPS)  [10].  This in turn resulted in the improvement o f  
prediction accuracy.   
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All the above methods resulted in the improvement of prediction accuracy, but error rate remained 
unaddressed. The error rate was reduced in PRF-TPS framework using Total Part Summation model. 

Various mining models were applied by several researchers for efficient forecasting. In [11], 
Intrinsic and Extrinsic  Domain  Relevance  was applied  to opinion  mining  to forecast  online  reviews,  
resulting  in the improvement of forecasting accuracy. For efficient time series classification, Probabilistic 
Sequence Translation Alignment (PSTA) [12] model was applied to improve the probability rate. 

In [13], temporal patterns were obtained for efficient event characterization in dynamic data stream. 
This in turn resulted in the improvement of prediction rate. Another model for runtime optimization [14] 
was introduced for prediction optimization using tree-based models. In [15], stock market forecasting 
using rough set model was introduced that resulted in the improvement of precision rate. 

Efficient prediction of stock market has become an important issue to be handled. In [16], bi-clustering 
method was applied to improve the prediction of stock rate. Fuzzy time series [17] was applied to Taiwan 
Stock Index to improve the forecasting rate. In [18], deterministic echo state networks were applied to 
improve the accuracy and efficiency using randomized model building stages. 

Spatio temporal correlations [19] were applied for solar forecasting that resulted in efficient forecasting 
using forecast models. Classification rules for time series analysis [20] was made to improve the 
forecasting rate using segmentation and piecewise polynomial modeling. 

The prime focus of this paper is to address individual time series forecasting and reduce the 
forecasting error using Predictive Regression Forecast and Total Part Summation models. The problem 
studied here is about the forecasting of share trading for investors’ usage. We have chosen Predictive 
Regression Forecast model for improving the predictive accuracy and Total Part Summation model for 
improving forecasting efficiency. The proposed framework extracts knowledge in the form of rules from 
the Istanbul Stock Exchange daily dataset that would guide investors whether to buy, sell, or hold a 
share. 

The paper is structured as  follows.  Section II explains about the framework Predict ive  
Regression Forecast based on Total Part Summation with the aid of diagrams and algorithm. 
Experimentation is enclosed in Section III. Section IV include data preparation, analysis, results, and 
discussion of results with the aid of table and graph form. Finally, concluding remarks are provided in 
Section V. 

II. RELATED WORK 

In  this  section,  first  the  block  diagram  for  Predictive  Regression  Forecast  based  on  Total  Part 
Summation is described, then the novel framework for forecasting of share is proposed and finally the 
PRF and TPS models are presented. Figure 1 shows the block diagram of Predictive Regression Forecast 
based on Total Part Summation. 

 

As shown  in the  figure,  the  block  diagram  of Predictive  Regression  Forecast  based  on  Total  
Part Summation includes two steps. The first step is the construction of Predictive Regression Forecast 
model that efficiently predicts the future stock based on the values of Moving Average Estimation and 
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Exponent Moving Average Estimation. Predicting the future stock based on these two values improves 
the predictive accuracy on shares and also reduces the runtime for prediction.  

The  second  step  involves  the  design  of  Total  Part  Summation  model.  This step evaluates three 
parameters, Dividend Stock Price Ratio (DSPR), Income Growth Ratio (IGR) and Stock Price Income 
Growth (SPIC) of share trading. This in turn reduces the test error rate and therefore improves the 
forecast efficiency. The elaborate description of the framework is provided in the forthcoming sections. 

 

III. DESIGN OF PREDICTIVE REGRESSION FORECAST MODEL 
 

Trend analysis and forecasting of share trading play a vital role in complex events. On the basis of 
the past observations, stock traders efficiently predict the future stock’s price based. In this section, a 
Predictive Regression  Forecast  (PRF)  model  is  designed  aiming  at  improving  the  prediction  
accuracy  on  shares  at minimum  time  interval.  Figure 2 given below shows the block diagram of 
Predictive Regression Forecas t  model. 

 

 
As shown in the figure, the block diagram includes measurement of two values MAE and EMAE that 

considers time series data from the stock value listed on the Istanbul Stock Exchange Dataset. The 
above said two values are used aiming at improving the prediction accuracy of stock values and 
minimize the prediction runtime using Predictive Regression Forecast model. 

Let us consider the time series data ‘TSi = TS1, TS2,…,TSn’ with a given window length ‘wl’ and stock 
prices ‘pi’ formulated as given below. 

                                          

From (1), (2) and (3) the prices ‘p1, p2,..,pwl’, ‘p2, p3,..,pw+1’ for time series data ‘TS1’ and ‘TS2’ are 
obtained at time ‘i’. Then, the discrete features generated using Predictive Regression Forecast model is 
as given below. 
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From (4), ‘pi’ represents the price history for some company ‘i’ where ‘f1, f2,…,fn’ denotes the discrete 
features generated by a user at time ‘i’. Therefore, a trend in any time series data ‘TS = TS1,TS2,..,TSn’ 
represents a period of time where 

                                          ‘TSi ∈ TS’

 

The Predictive  Regression  Forecast model with the view of improving  the prediction  accuracy 
rate, identifies  the  trending  direction  of  a  time  series  ‘TS’.  This  is  identified  in  order  to  create  a  
smoothed representation,  ‘S’ that describes  ‘TS’. Next, the initial difference ‘ID’ of the smoothed 
representation ‘S’ is formulated as given below. 

                                                    
   

The  Predictive  Regression  Forecast  model  uses  Moving  Average  Estimation  (MAE)  to  
efficiently derive the final smoothed representation.  MAE is running averages with finite window size 
over a dataset used for time series data. 

The MAE with size ‘n’ for a data point, (i.e. stock values) ‘TSi  ∈ TS’ is the un-weighted mean for 

‘n’ past data points (i.e. past stock values). The value of MAE is then formulated as given below. 

 

 
From (6) the value of ‘MAE’ is obtained based on the time series data ‘TSi’ over a period of time 

‘t’ with ‘n’ observations being made in a significant manner. With MAE, whenever a new observation 
(i.e. a new stock value) is available, the oldest observation (i.e. the old stock value) in the window is 
dropped and the new observation (i.e. new stock value) is included. 

With  the  objective  of  reducing  the  runtime,  Predictive  Regression  Forecast  model  in  addition  to 
Moving Average Estimation  uses the Exponent Moving Average Estimation  (EMAE).  The Exponent 
Moving Average  Estimation  in Predictive  Regression  Forecast  model  is weighted  moving  average  
where  each  time series data ‘TSi’ is scaled by an exponential predictive factor ‘a’. 

                  
Therefore by applying EMAE several trends in stock market are analyzed that not only minimizes the 

runtime for prediction, but also improves the prediction accuracy in an extensive manner. Figure 3 
shows the algorithmic description of Exponent-based Predictive Regression Forecast. 
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As shown in the above figure, the structure of the algorithm includes four steps. The first step 
extracts the discrete features from Oslo Benchmark Index listed on the Oslo stock exchange.  Followed 
by this, the second step evaluates the initial different smoothed representation based on the time series 
data. The third data then measures the value of moving average estimation to record the new and old 
observation (i.e. new and old stock values). Finally, to arrive at smoother trend line, exponent moving 
average estimation is obtained. This in turn improves the prediction accuracy of stock values and at the 
same time reduces the run time in predicting the stock values. 

IV. CONSTRUCTION  OF TOTAL PART SUMMATION 
 

In this section, the Total Part Summation with the objective of improving the forecast efficiency and 
at the same time to reduce the test error rate is designed. The share trading returns are divided into three 
elements using Total Part Summation (TPS). Using TPS, the proposed method forecasts discretely, the 
Dividend Stock Price Ratio (DSPR), Income Growth Ratio (IGR) and Stock Price Income Growth 
(SPIG). 

Let us split the total return of the share market consider into ‘Reti+1’, representing the return 
yielded from time ‘i to i +1’, ‘Divi+1’ representing the dividend from time ‘i to i +1’, and ‘pi+1’, from 
time ‘i to i +1’. The Dividend Stock Price Ratio (DSPR) is mathematically evalua ted  using the 
dividend value in varied time period and is as given below. 

 

 
 

From (8), Dividend Stock Price Ratio ‘DPR’ is measured based on the dividend per share ‘Divi+1’ 
in stock market over price ‘pi’ respectively. The Income Growth Ratio is the ratio of returns obtained to 
the price of the share and is formulated as given below 

 

 
 

From (9), the Income Growth Ratio ‘IGR’, is measured using the returns ‘Reti+1’ over price ‘pi’. 
Finally, the third part Stock Price Income Growth is measured as given below. 

                                                

From (10), the Stock Price Income Growth ‘SPIG’ is the product of Dividend Stock Price Ratio 
‘DPR’ and Income Growth Ratio ‘IGR’. On the basis of the above three elements, the proposed framework 
Predictive Regression Forecast based on Total Part Summation effectively learns the irrelevant attributes 
at different time series properties of the components. 

The idea behind Total Part Summation at different time series properties of the component is that each 
Exponent  Moving  Average  Estimation  forecasts  the  trend  at  different  time  scales.  Hence, when a 
shorter exponent moving average increases than a longer exponent moving average, the TPA states that 
the long-term trend as measured by the increasing moving average may reverse to the decreasing trend 
as measured by the short exponent moving average. 

Consequently, a buy trend (i.e. purchase share) is generated until the short exponent moving average 
goes below the long exponent moving average.  The TPA produces statistically and economically 
significant gains for investors and performs better out of sample at crossover point. This is due to the 
fact that buying trend is higher at the crossover point because the closing price of the share over the 
past ‘a’ days has exceeded the average closing price over the past ‘b’ days. Therefore, the crossover 
point ‘CP’ is formulated as given below. 

                                                           

Let us consider two company shares with different values, ‘a’ and ‘b’, where ‘a < b’ are predicted 
simultaneously and buying and selling shares are generated at points where the two moving averages of 
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two shares intersect. Buying shares are generated when ‘a’ rises above ‘b’, and selling shares are 
generated when ‘a’ falls below the ‘b’ value. Therefore, the crossover point with short exponent and long 
exponent moving average is formulated based on the following rules. 

 

 
 

From (12) and (13), depending on the resultant values of exponent moving average estimation ‘EMAEa 
and EMAEb’, either share is purchased or sale is sold. Figure 4 shows the algorithmic description of 
Summation Crossover. 

 

 
 

The summation crossover  algorithm given above includes four steps.  The first step evaluates the 
Dividend Stock Price Ratio. Followed by which the Income Growth Ratio is measured based on the 
dividend per share. The third step evaluates the Stock Price Income Growth to obtain the price of the stock 
on the basis of income growth. Finally, buying of share or selling of share is efficiently carried out. This in 
turn improves the forecasting efficiency in a significant manner. 

 

V. EXPERIMENTAL  SETTINGS 

 
The framework   Predictive   Regression   Forecast   based o n  T o t a l  P a r t  S u m m a t i o n    (PRF-TPS)   

is developed for effective forecasting of share trading using JAVA platform. The PRF-TPS framework 
uses the Istanbul Stock Exchange data set [4] to obtain daily price data for the indices from 
http://finance.yahoo.com  and http://imkb.gov.tr  and converted the prices the returns. 

All  stocks  listed  on  the  indices  from  the  two  websites  are  easily  transferable  which  makes  our 
framework simpler to validate. The data used is available from January 5, 2009 to February 22, 2011. 
The days for which the Turkish stock exchange was closed was excluded. In the case of missing data for 
the other indices, the previous day’s value was used.  Stock exchange  returns the Istanbul  stock 
exchange  national  100 index, Standard  & poorâ€™s  500 return index, Stock  market return index of 
Germany,  Stock market return index of UK, Stock market return index of Japan, Stock market return 
index of Brazil, MSCI European index, MSCI emerging markets index. The performance of the PRF-TPS 

http://finance.yahoo.com/
http://imkb.gov.tr/
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framework is evaluated for parameters such as time (year), run-time, forecast efficiency, test error rate, 
and predictive accuracy on shares. 

VI. DISCUSSION 

 
Predictive  Regression  Forecast  based  on Total Part Summation  (PRF-TPS)  framework  is 

compared with the existing  Multilevel  Architecture  for Time Series  Prediction  (MA-TSP)  [1] and 
Diversity  on Online Ensemble Learning (DOEL) [2] using Istanbul Stock Exchange dataset extracted from 
UCI repository. Certain measurements made are run-time, forecast efficiency, test error rate and 
predictive accuracy on shares with respect to returns and different years. 

Impact of Run-time: Run-time refers to the time taken to measure the share price with respect to 
number of returns. The mathematical formulation for run-time is as given below. 

 
                                                                                                                                 

               
From  (14),  the  run-time  ‘RT’  is  measured  using  the  returns  ‘n’  and  time  to  obtain  the  share  

price  ‘pi’ respectively.  The run-time is measured in terms of milliseconds (ms). Lower the run-time 
more efficient the method is said to be. 

 
 

In table 1 we evaluate the performance of run-time using the PRF-TPS framework and compared with 
two other methods MA-TSP and DOEL. Number of returns used in this experiment ranges from 10 to 70. 

 
Figure 5 shows the run-time for different forecasting method as a function of different returns. Compared 
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to the existing  Multilevel  Architecture  for  Time  Series  Prediction  (MA-TSP)  and  Diversity  on  
Online  Ensemble Learning  (DOEL)  [2],  the  proposed  PRF-TPS  framework  consumes  less  run-time  
through  moving  average estimation operations. This is because by applying Predictive Regression 
Forecast (PRF) model for determining the  varied  stock  prices  in  order  to  create  smoothed  
representation,  the  run-time  decreases  using  PRF-TPS framework  by 23.84% compared  to MA-TSP.  
In addition,  by measuring  the moving  average  estimation  and exponent  moving  average  estimation,  
for ‘n’  past data  points  significantly  reduces  the  run-time  by 49.87% compared to DOEL 
respectively. 

Impact of forecast efficiency: Forecast efficiency for predicting share is measured on the basis of the 
relevant attributes retrieve from the total attributes. Forecast efficiency is mathematically evaluated as 
given below. 

 
 

From  (15),  the  forecast  efficiency  ‘FE’  is  obtained  using  relevant  attributes  ‘Ra’  and  total  
attributes  ‘TA’ respectively. Higher the forecast efficiency, more efficient the method is said to be. 

 
 

In  order  to  improve  the  forecast  efficiency  for  share  trading,  total  part  summation  is  used  
where irrelevant attributes are removed in a significant manner that helps in increasing the forecast 
efficiency. In the experimental setup, the forecasting efficiency is measured for the period from Jan 2009 
to July 2009. The results of 7 different forecast efficiencies are listed in table 2. As listed in table 2, the 
PRF-TPS framework measures the forecast efficiency in terms of percentage (%). 
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Figure 6 shows the forecast efficiency with respect to the stock prices in the year Jan 2009 to July 
2009.  Figure measures the forecast efficiency trend at different time scale.  The results  are consistent  
which shows that forecast efficiency with respect to stock prices is comparatively better using the proposed 
PRF-TPS framework  than  compared  to the  existing  MA-TSP  [1]  and DOEL  [2]  respectively.  This  
is because  of the application  of total part summation using three elements Dividend Stock Price Ratio 
(DSPR), Income Growth Ratio  (IGR)  and  Stock  Price  Income  Growth  (SPIG).  This there element 
helps in removing the irrelevant attributes and therefore results in the forecast efficiency. In addition, 
the PRF-TPS framework though uses the total  part  summation,  to  emphasize  forecast  efficiency, only  
the  values  obtained  from  moving  average estimation and exponent moving average estimation is used 
which increases the forecast efficiency by 14.09% compared MA-TSP [1] and 26.09% compared to DOEL 
[2] respectively. 

Impact of test error rate: The test error rate is the ratio of difference between the actual share value and 
the predicted share value to the actual share value. The test error rate using relative absolute error is 
formulated as given below. 

 

                   
 

From (16) the test error rate (relative absolute error) ‘RAE’ is measured using actual share value 
‘A’ and the predicted share value ‘P’ respectively. Lower the test error rate more efficient the method is 
said to be. 

 

 
 

In table  3 we  further  compare  the  test  error  rate  for prediction  of share  trading  using  three  
elements.  The experiments were conducted at different time period which is measured in terms of 
percentage (%). 
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To better understand the test error rate of the proposed framework, PRF-TPS, GM-SRFIS, share 
trading data were extracted at different time periods between Jan 2009 and July 2009. Compared to the 
existing Multilevel Architecture for Time Series Prediction (MA-TSP) and Diversity on Online Ensemble 
Learning (DOEL) [2], the test error rate in the proposed PRF-TPS framework is lower. This is because 
of the application of summation crossover algorithm that significantly decides the buying or selling of 
share through Exponent Moving Average Estimation a t  different time scales (i.e.  Year).  This in turn 
decreases the test error rate using PRF-TPA framework. Furthermore, to have a significant impact of 
test error rate, the proposed PRF-TPA framework, uses the crossover point for effective forecasting of 
share trading. This extensively reduces the test error rate using PRF-TPA framework by 38.70% 
compared to MA-TSP and 62.87 % compared to DOEL respectively. 

Impact of predictive accuracy on shares:  Finally, table 4 given below provides the predictive 
accuracy on shares of PRF-TPS framework for seventy different returns rate that is measured in terms of 
percentage (%). 

 

To measure the effectiveness of the proposed PRF-TPS framework, the impact of predictive 
accuracy on shares efficiency with respect to three different methods, PRF-TPS, MA-TSP and DOEK is 
shown in table 4. 

 
 

Lastly the predictive accuracy on shares efficiency is measured via different returns obtained through 
different shares at different time scale for implementation purpose. From the figure 8 it is illustrative 
that the proposed PRF-TPS framework potentially yields better results than the existing MA-TSP [1] 
and DOEL [2]. The significant results achieved using the PRF-TPS framework is because of the 
application of Exponent-based Predictive  Regression  Forecast  algorithm  to  obtain  higher  predictive  
accuracy  on  shares  using  PRF-TPS framework by 16.80% when compared to MA-TSP. As a result, the 
predictive accuracy on shares is improved to a coarser  construction,  because  the  Exponent-based  
Predictive  Regression  Forecast  algorithm  estimates  the exponent moving average estimation and 
thereby increasing the predictive accuracy on shares by 8.91% when compared to DOEL [2]. 
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VII. CONCLUSION 
 

Forecasting of share trading is becoming more challenging, d ue  to the unpredictable na tur e  of the 
fluctuations in the inflation rate. In this work, Predictive Regression Forecast based on Total Part 
Summation (PRF-TPS) framework is designed with the objective of attaining an effective predictive 
accuracy on shares. The resulting share trading forecasting problem has been formulated as a predictive 
regression forecast based average estimation and solved through a novel Exponent-based Predictive 
Regression Forecast algorithm. The initially selected share values from Istanbul Stock Exchange dataset 
obtain trend at different time scales using moving average and exponent moving average estimation.  
Next, the proposed  summation  crossover  algorithm for  effective  analysis  of  trend  analysis  by 
estimating  three  elements,  Dividend  Stock  Price  Ratio  (DSPR), Income  Growth  Ratio  (IGR)  and  
Stock  Price  Income  Growth  (SPIG).  This in turn enhances the  forecast efficiency aspect while 
making effective analysis while buying or selling shares. Finally, the forecast error rate at different time 
scales is reduced by applying Summation Crossover algorithm based on the crossover point. The 
performance of PRF-TPS framework was compared to two other time series prediction model, MA-TSP 
and DOEL respectively.  We compared the performance with many different system parameters, and 
evaluated the performance in terms of different metrics, such as run-time, forecast efficiency, test error 
rate and predictive accuracy on shares. The results show that PRF-TPS framework offers better 
performance  with an improvement of forecast  efficiency  by 20.09%  and  predictive  accuracy  on 
shares  by 25.71%  compared  to  MA-TSP  and DOEL respectively. 
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